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Abstract

Providing long-range forecasts is a fundamental challenge in time series modeling, which
is only compounded by the challenge of having to form such forecasts when a time series
has never previously been observed. The latter challenge is the time series version of
the cold start problem seen in recommender systems. Time series models are also often
plagued by missing data and high-dimensionality (i.e., large collections of observed series),
making them ill-suited to the typical structure of big data time series. We provide a unified
framework for producing long-range forecasts even when the series has missing values or
was previously unobserved; the same framework can be used to impute missing values.
Key to the formulation and resulting performance is (1) leveraging repeated patterns over
fixed periods of time and across series, and (2) metadata associated with the individual
series; both of these assets are common features of big data time series. Our formulation
leverages two low-rank decompositions: one to describe low-dimensional latent time series
trends underlying our repeated patterns and another to handle the weightings matrix on
potentially very high-dimensional metadata. In our simulated experiments, we demonstrate
the importance of these two modeling components. We then provide an analysis of these
methods on web traffic in a Wikipedia dataset.
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1. Introduction

Large collections of heterogeneous time series are now commonplace in many application
domains: continuous environmental sensor data for millions of locations, product demand
and purchase curves for millions of products, and web traffic over time for billions of
websites. Big, messy data sets of this nature have six common features and challenges.

P1 Prediction Challenge: Cold Start Forecasting. Products on Amazon are introduced
everyday, and old products are taken down. New websites are created every minute and old
ones disappear. How can we forecast demand for this new product/website?
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P2 Prediction Challenge: Missing data. Sensors or websites may temporarily go down.

Products may be temporarily unavailable. How can we impute missing data that results from
these events?

P3 Prediction Challenge: Long-Range Forecasting. How can we forecast demand for a

product in the coming year, so as to appropriately allocate inventory?

F1 Feature: Metadata. Products have user reviews and product descriptions. Sensors have

locations and proximities to different points of interest. Websites have both content and
network information.

F2 Feature: Shared low-dimensional structure and seasonality. Many products, websites,

and sensors show similar seasonal profiles and reactions to unobserved latent trends.

F3 Feature: Smoothness. Demand curves, web traffic, and environmental indications change

smoothly over time.

Current approaches to smoothing and prediction in big data time series tend to tackle
two or at most three of these features and challenges. Recently, a number of authors have
independently proposed applying matrix factorization (MF) techniques to collections of
time series (Nguyen et al., 2014; Sun and Malioutov, 2015; Li and Marlin, 2015; Yu et al.,
2015; de Fréin et al., 2008). These methods focus on (P2), (F2), and (F3). For example,
Nguyen et al. (2014) develops a low-rank multi-output Gaussian process model that was
recently applied to handling missing data in the ICU (Li and Marlin, 2015). Yu et al.
(2015) takes a similar approach, but adds penalty terms to enforce a vector autoregressive
evolution of the latent time series factors. Other approaches ignore smoothness altogether,
and instead focus on inferring interpretable latent seasonality patterns using non-negative
matrix factorization (Sun and Malioutov, 2015; de Fréin et al., 2008). Anava et al. (2015)
focuses on (P2) using online learning methods to fill in the missing data.

Prediction of time series curves from features (F1), or covariates, has traditionally been
studied in the field of functional data analysis (FDA) (Ramsay and Silverman, 2005; Morris,
2014). Specifically, functional response regression predicts a smooth curve, in our case an
entire time series, as a function of some covariates. A classical application of this area is
in modeling growth curves as functions of treatments and other indicators (Morris, 2014).
Importantly, most uses of FDA focus on single-output regression with a small number of
covariates—however, in our case metadata contain feature spaces on the order of thousands
of dimensions.

We present a unified approach to prediction and modeling of time series collections
that naturally tackles prediction of new series and missing data imputation using both
high-dimensional metadata and shared seasonality structure. To our knowledge, forcasting
entire seasonal profiles for unobserved time series is novel. The key to our approach is
harnessing repeated patterns over fixed periods of time (e.g., a yearly cycle). Via matrix
factorization, we extract a low-dimensional representation of these repeated patterns seen
across periods and time series (F2), enabling us to efficiently form long-range predictions
over the next period (P3), as well as impute missing values (P2). In contrast to Sun and
Malioutov (2015), we ignore non-negativity constraints since interpretability is not our goal,
but rather prediction.

We then turn our attention to the cold start challenge (P1), where we want to form
long-range predictions for a brand new time series. To handle this, we incorporate metadata
(F1) associated with each time series, including our new series. A challenge here is coping
with the potentially high-dimensional features provided by the metadata. To this end, we
examine a low-rank structure on the feature weightings matrix itself, and show that such
a structure is crucial to our predictive performance.
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2. Background

Our method draws from now classical approaches to matrix factorization and collaborative
filtering. In particular, we draw from matrix factorization approaches to time series analysis
and collaborative filtering with side information, or metadata.

2.1 Matrix Factorization for Time Series
Matrix factorization methods approximate a matrix by computing a low-rank approxima-
tion to a matrix Y € R™*™ as the product of two matrices W € R™** H ¢ R¥*". This is
done by solving the following problem:

: _ 2
wmin [V~ WH]|? M)

It is well known that a global solution to this problem is given by the SVD of Y and
retaining only the top k£ singular values and singular vectors. However, when some of the
entries of Y are missing, this problem can still be solved with alternating minimization
methods.Nonnegative matrix factorization solves Eq (1) with the constraint that W, H >
0 component wise. Nonnegative matrix factorization can be solved with multiplicative
updates or projected gradient descent (Lee and Seung, 2001; Lin, 2007).

Recent work has exploited shared seasonality patterns for time series forecasting (Sun
and Malioutov, 2015). In this work, the time series data is assumed to have a specific
seasonality period (e.g. a year). The data is then detrended and averaged over this period
to get an average time series matrix Y € R™*" where n is the number of products and
m is the number of time points within a year. Their approach applies nonnegative matrix
factorization to the averaged time series matrix by solving the problem

min [V — WH|% +a (W3 + | 7]3)
st. W, H >0

which gives the interpretation of a latent factor loading matrix W of latent time series and
latent factors H. These learned latent factors and factor loadings can be used to forecast
one period ahead (e.g. a year). Other work has analyzed financial data using nonnegative
matrix factorization to identify underlying trends in stock data (de Fréin et al., 2008).
Nguyen et al. (2014) uses Gaussian processes as latent time series to learn a low-rank
multi-output regression model. Yu et al. (2015) takes a similar approach, but adds penalty
terms to enforce a vector autoregressive model of the latent time series factors.

2.2 Collaborative Filtering and the Cold Start Problem

Collaborative filtering methods aim to recommend items by intelligently filling in a matrix
based on observed entries of the matrix. The most famous application of this is the Netflix
Challenge, where the goal is to fill in a user-movie ratings matrix in order to recommend
movies to users. By constructing a low-rank approximation of the matrix, one can inter-
pret the model as learning latent user factors and latent movie factors that can have many
explanations such as movie genres. There has been a vast amount of work that has inves-
tigated efficient ways to do this factorization using methods such as minimizing nonconvex
loss functions via alternating least squares (Koren et al., 2009) and approximate matrix
completion with nuclear norm regularization (Cai et al., 2010).

The cold start problem in the context of collaborative filtering occurs when a user has
not rated any movies (e.g. a new user signs up for Netflix). The typical matrix factorization
techniques will set the corresponding user factor to zero due to regularization, which is not
desirable. Content-based filtering methods have been combined with collaborative filtering
methods using user and movie metadata to add a regression component to the model
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Figure 1: Transformation from raw time series to our data matrix for three observed time series
(blue, green, red) and one previously unobserved series (orange). The period of interest is indicated
by the horizontal dashed black lines. The solid vertical lines indicate observed data points. The
dotted vertical lines are missing values corresponding to the series having different missing time
points during the observed time window, and an entire period in the future we wish to predict.

to remedy the cold start problem and provide stronger prediction on the original Netflix
problem (Koren et al., 2009). This typically results in a loss function

.1
min o Z (Ly - Ry +w - ¢(u,0) — )’
Tuy €Q (3)

+R(L, R, w)

where L, R are the latent user and movie factors, respectively, w is the global regression
vector, ¢(u,v) is the metadata for user v and movie v, Q is the set of observed values,
and R(-) is a regularization function. Cold start prediction in collaborative filtering has
been explored extensively (Pilaszy and Tikk, 2009; Schein et al., 2002; Gantner et al., 2010;
Agarwal and Chen, 2009).

3. Proposed Framework
3.1 Setup

Consider a multivariate time series [Yi(t),...,Yn(t)],t = 1,...,T. For each univariate
time series, we decompose it into a trend component, seasonal component, and a noise
component: Y;(t) = Y (t) + Y% (t) + YV (t). We detrend the data by computing V;P7(¢) =
Y;(t) — YI(t) using the method of Cleveland et al. (1990). From this point forward, we
abuse notation and let Y;(¢) denote the detrended time series.

In order to leverage repeated patterns over fixed periods of time and across series (F2),
we assume a period of interest and treat each period of each time series as a column in our
data matrix. Thus, we form a new data matrix

Y(t)=[YI(t), ..., Y (1), ..., Yy (t), ..., YN ()] (4)
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Table 1: Model Framework
Regression Low-Rank Regression
No MF Yi=Woi+b+e Yi=HU¢pi +b+e;
MF | Yi=LR;+W¢;+b+e; | Yi=LR,+ HU¢; +b+¢;

where Y, (t) denotes the m*™® period of time series i and n; denotes the number of years of
data for series ¢. We perform all modeling with this data matrix. We again abuse notation
and let T denote the length of the assumed period and N be the number of observed periods,
ie. N := Zfil n;. Figure 1 provides a visual representation of the stacking process. We
assume that each Y™ (¢) is accompanied by the same metadata vector for m =1,...,n;.

3.2 Model Framework

Given a matrix Y of these detrended and aggregated time series, we combine ideas from the
collaborative filtering cold start problem and matrix factorization to consider four different
models described in Table 1. Here, ¢; € R™ is a vector of metadata features for series 1,
W € RT*™ is a weight matrix, H € RT** U € RF*™ represent a low-rank decomposition
of the weight matrix, L € RTX"’/,R € RF' XN represent the standard matrix factorization
decomposition, b € R” is a bias term, and ¢; ~ N (0, 0%1) is noise. k is the dimensionality of
the latent structure of the weight matrix, and &’ is the dimensionality of the latent structure
of the matrix factorization term. With these four models, we would like to compare trade
offs in prediction power for all three prediction challenges.

To predict with the matrix factorization models on prediction challenges (P1) and
(P3), we only use the learned regression matrices to forecast since the latent factors R;
are uninformed by data and driven to zero by the optimization objective as described in
Section 2. For prediction challenge (P2), we predict using the entire model.

3.2.1 MOTIVATION

To fill in missing data (P2), one straightforward approach is matrix factorization as in Sun
and Malioutov (2015), represented by the L, R matrices in Table 1. This approach leverages
an inherent low-rank structure due to similar time series or multiple similar years of the
same time series. L can be viewed as a factor loadings matrix, where each column is a
latent time series. R can be viewed as a latent factor matrix where column R; is the latent
factor vector (i.e., learned weights on the latent time series) for time series 7. This approach
is very amenable to the missing data problem, as any missing entry can be computed with
an inner product of the corresponding row of L and column of R.

However, when we encounter a new time series or want to predict the next year of an
existing time series (unobserved column in the matrix Y'), we have no data to inform the
corresponding factor and the model will learn to predict zero as described in Section 2. To
combat this, we introduce a simple regression component to the model that uses metadata
to inform predictions, represented by the W matrix. Note that the regression portion alone
can also be used to impute missing data.

When the metadata dimensionality is high, the W matrix becomes very large. To help
reduce the parameterization, we perform another low-rank approximation to the weight
matrix, resulting in the H, U matrices in Table 1. The columns of H serve as time-varying
weights, while U¢; represents a low-dimensional representation of the metadata features.
In principle, the linear transformation U¢; can be replaced by any transformation, even
a nonlinear one such as a neural network. An alternative representation of this model
is low-rank regression with structured noise (low-rank covariance). In this interpretation,
the matrix factorization captures extra structure in the error residuals not captured by
the low-rank regression, where the error residuals are defined to be the difference of the
observed time series and the regression portion.
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3.2.2 OPTIMIZATION OBJECTIVES
Our goal is to fit these models in the missing data setting. Let € be the set of observed
indices. To fit each of these four models, we compute regularized maximum likelihood
estimates of the parameters. This amounts to solving these optimization problems:

e Regression: 1 Y
‘ 2
T 2N Z (Vi = Wi = bs)" 4 o Wl
’ (i,5)€
e Matrix factorization + regression:

o1 2 M Ao
- § Yii— LTR; — W ¢; — b; W% + = (|IL|% + | R|?

e Low-rank regression:

o1 2 A\
argmin —— Yii — HU¢; — b)) + — (| H||% + |U||?
rgmi N(”Z)jm(j JUG: — b)) + o (1HI1% + |U)

e Matrix factorization 4+ low-rank regression:

. 1 2 /\1 /\2
— Y;; —LTR;, — H'U¢; — b, = (| H||% + |UI%) + = (ILI% + IR
Jramin, N(ijg)eﬂ( iy = LR = H]U G = b;)" + o5 (1H |7 +1U1IE) + 55 (IL1F + 1RIIE)

Each of these models can be solved with gradient descent or stochastic gradient descent
(SGD). The regression model has an analytical solution, but is too expensive to compute
in the high-dimensional setting. In our experiments, we solve these optimization problems
using minibatch SGD.

4. Experiments

We evaluate the trade offs in performance of the proposed methods on all three challenges
(P1, P2, P3) on synthetic data, and then perform an analysis of a real world dataset using
our models. We describe each experimental setup for the prediction challenges:

P1 Cold Start Forecasting: The test set will consist of metadata and time series such that no
historic seasonal period exists in the training set. Our goal is to forecast this completely new
seasonal profile, corresponding to the entire dotted orange line as shown in the right hand side
of Figure 1.

P2 Missing data: The training data contains the time series data matrix Y and all metadata.
The test set will consist of missing elements of Y, and our goal is to impute these missing
elements, corresponding to the portions of dotted lines embedded in the solid lines in the right
hand side of Figure 1.

P3 Long-Range Forecasting: The training set includes the metadata and all historic seasonal
periods of the series except the last, which is included in the test set. Our goal is to forecast
this entire last seasonal period, corresponding to the entire dotted blue, green, and red lines
as shown in the right hand side of Figure 1.

4.1 Synthetic Data
We generated synthetic data according to the matrix factorization + low-rank regression
model. Each column of H and L is a sine wave of amplitude one with randomly generated
periods. We sample R; ~ N (0,0.0157), U ~ N (0,0.051), &; ~ N (0,.041), and ¢ ~
(1 — zi)00 + ziExp(5) where z;; ~ Bernoilli(.02); this is the spike and slab exponential
distribution for ¢;; to emulate high-dimensional features that are sparse and positive, e.g.
bag-of-words features.
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Table 2: Residual sum of squares (RSS) on the synthetic test set for all 4 models and all 3 prediction
challenges after running cross validation.

Model Cold Start (P1) | Missing Data (P2) | Long-Range (P3)
Reg 7.461 1.852 6.763
Low-Rank Reg 5.997 1.416 5.945
MF + Reg 7.452 1.358 6.787
MF + Low-Rank Reg 5.980 1.307 5.895

We generated a synthetic dataset with dimensions 7" = 300, N = 5000, m = 1000, %k =
k' = 20. We train the models with minibatch SGD and run cross validation on A1, Ay over a
log scale of 10 values of A; from 0.0001 to 100. After selecting hyperparameters, we trained
each final model with 10 random restarts to avoid local minima.

The residual sum of squares (RSS) for all four models for all three prediction challenges
are given in Table 2. Across all three challenges, the low-rank models perform better
than their full regression counterparts, although the full regression models subsume the
low-rank regression models. Furthermore, the combined matrix factorization + low-rank
model performs best across all prediction challenges. In the prediction experiments (P1,
P3), the improved performance shows that it pays to explicitly model the error residual
structure even when cold start and long-range predictions are only based on the low-rank
regression coefficients and metadata. The missing data experiments (P2) show that when
the error residuals have low-rank structure combining regression with matrix factorization
of the error residuals leads to better missing data imputation than regression alone.

4.2 Analysis of Wikipedia Page Traffic Dataset

We explore our framework in the context of a real world dataset collected from Wikipedia.
The features associated with each article is very high-dimensional, thus we only consider the
low-rank regression models due to computational bottlenecks. We focus on the long-range
forecast (P3) and cold start prediction (P1) challenges. Furthermore, our experiments
of Section 4.1 demonstrate the statistical importance of this structure even in moderate
dimensions.

4.2.1 DATASET COLLECTION

We collected daily page traffic counts from almost 4500 Wikipedia articles from the begin-
ning of 2008 to the end of 2014 by querying Wiki Trends (Wikipedia, 2016). The pages were
selected by obtaining a list of the 5000 most popular pages of a given week in March 2016.
We use a yearly seasonality period and stack the time series data matrix as described in
Section 3. Each year of article traffic has T' = 365 days. For each article, we have anywhere
between 1 to 7 years of page traffic counts starting from 2008 to 2014. After splitting each
series by year, the total number of columns of Y is approximately N = 29000. For each
series we aim to predict the seasonal pattern, rather than total traffic volume, and thus we
normalize the time series to have maximum magnitude of one.

For each article, we scraped the summary of the Wikipedia page, removed stopwords,
tokenized it using the Stanford CoreNLP toolkit (Manning et al., 2014), and calculated
TF-IDF representations of these summaries to use as our metadata vectors. Additionally,
each word used in our feature vector is present in at least two articles. After preprocessing,
the dimension of the features is approximately m = 22,000. This matrix is extremely
sparse with roughly 0.5% nonzero entries.
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Table 3: Residual sum of squares (RSS) on the test set for all low-rank regression models and
baselines on the Wikipedia dataset. For the (P1) baseline, we run a k-NN regression. For the (P3)
baseline, we average past observed years.

Model Cold Start (P1) | Long-Range (P3)
Baseline 3.700 3.497
Low-Rank Reg 3.703 3.022
MF + Low-Rank Reg 3.643 3.000

4.2.2 QUANTITATIVE ANALYSIS

We compared the performance of the low-rank regression models on a test set and used a
held out set to train the model parameters and select hyperparameters. To generate the test
set for cold start prediction (P1), we randomly selected 25% of the articles and included the
last year of page traffic in the test set. We did not include any previous years of such articles
from the training set. To generate the test set for long-range forecasts (P3), we included
the last year of page traffic for each article in the test set. For both experiments, we further
removed 20% of values from the time series data in both the training to demonstrate the
effectiveness of our prediction methods in the presence of missing training data.

To train our low-rank regression models, we used a validation set derived from the
training set to select our values of \;, which were evenly spread on a log scale from 0.001
to 100. We trained the models with minibatch SGD with a minibatch size of 500 for 10,000
iterations. After selecting hyperparameters, we trained each final model by running 10
random restarts to avoid local minima.

Due to the novel application, there are no other existing baselines to our knowledge
for (P1) and (P3) challenges. For (P1), we propose a baseline drawn from content filtering
based recommender systems (Gantner et al., 2010) : use the k nearest neighbors in metadata
feature space to forecast. For each nearest metadata neighbor (in Euclidean distance), we
averaged its time series over all years. We then performed the prediction using a weighted
average of the averaged time series where the weight was proportional to the inverse distance
between metadata vectors. For long-range forecasts (P3), we use a simple baseline that
predicts the future year trend using the average of the past year trends.

The results are given in Table 3. For the k-NN baseline for (P1), we compared k =
5,10,15,20 and selected & = 10 due to best performance. Note that across prediction
challenges the matrix factorization + low-rank regression model outperforms both baseline
methods and pure low-rank regression. These prediction results suggest that the matrix
factorization portion on the regression residuals helps to capture extra structure in the
data that the low-rank regression portion cannot capture alone. Importantly, prediction
is performed for both matrix factorization + low-rank and pure low-rank using only the
regression coefficients; this implies that the matrix factorization residuals aid in improved
learning of the low-rank regression coefficients.

4.2.3 QUALITATIVE ANALYSIS

We may visually examine the performance of the matrix factorization + low-rank regres-
sion model. In Figures 2 and 3, we plot held out time series and our predictions of them.
Each subfigure has two subplots; the first one has the true observed time series in magenta
with the prediction overlayed in a thick green, and the second is a zoomed in version of the
predicted time series. Our model makes low-magnitude predictions due to the matrix fac-
torization absorbing some of the magnitude during learning. Zooming in on the prediction
allows one to examine the yearly pattern of the prediction.
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Long-range forecasts For the predictions on the long-range forecasting experiment
(P3) in Figure 2, our model captures a variety of interesting seasonal patterns. Figures
2a and 2f display a predicted yearly pattern that includes a summer and winter slump.
This may be due to students visiting these articles during the school year. Figure 2b also
exhibits such a structure while catching the extra bump around day 160. Note that we
correctly capture weekly oscillation structure as in Figure 2d. By relying on past observed
years, we can correctly predict recurring spikes such as the July 4th spike in Figure 2c.
Figure 2e shows predicted increases in page traffic during what are most likely prestigious
tennis tournaments.

Cold-start forecasts In the more challenging cold-start scenario, our model still learns
the common summer and winter slump structure as shown in Figures 3b, 3c, and 3d. Ad-
ditionally, in Figures 3a and 3f, the model predicts the locations of spikes, or sharp rises
in page traffic. Specifically, in Figure 3e we predict some of the same traffic spikes due
to tennis tournaments as in Figure 2e. It is interesting that we are still able to capture
this spikey structure despite there being no historic time series data pertaining to “Maria
Sharapova”’. Furthermore, in Figure 3f we predict a correct spike in the “United States
presidential election” around late October. However, this prediction seems to miss an ear-
lier, even larger spike in activity. We note that prediction of activity spikes is challenging
since many activity spikes result from viral news events, rather than recurring yearly events.

While we do not leverage smoothness assumptions over time, we see that our resulting
predictions are in fact smooth. This is a result of our models extracting smooth time series
from the data, which exhibits repeated smooth patterns.

5. Discussion

We presented a unified framework for long-range forecasting applicable to big data time se-
ries. Our approach elegantly handles missing observations while providing both long-range
forecasts and cold start predictions. Our formulation leverages two low-rank decompo-
sitions. One is a matrix factorization of a carefully constructed data matrix such that
repeated patterns over fixed periods of time and across series can be learned as latent fac-
tor processes. The second is a decomposition of the weightings matrix on the regression
term that enables us to incorporate high-dimensional metadata to aid in the cold-start
problem. A benefit of our simple featurized MF approach is the computational efficiency
associated with this type of structure.

In our simulated experiments, we demonstrated that the low-rank decomposition of the
weightings matrix is critical to forecasting completely new time series. We also showed that
the matrix factorization component is important for imputing missing data and capturing a
low-rank correlation structure in the residuals. We provided an analysis of a large Wikipedia
dataset where we showed that our methods can produce long-range forecasts of web traffic
on totally new pages. Such long-range forecasts—in our case an entire year—are extremely
challenging for standard time series models even when long histories of a process have
previously been observed. In future work, we plan to investigate the benefits of functional
forms such as spline bases to capitalize on smoothness assumptions (F3).
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