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* Complete a specific robotic task without prior
- knowledge of the dynamics of the system

/& B N - - - pendulum cartpole double pendulum
" /2 ‘ b7 ‘ ‘ ‘ DDP with known dynamics | 3.04 = 0.89s 7.44 + 3.26s 3.7 £ 0.89s

our method | 3.28 £+ 1.17s 8.31 & 3.15s 498 + 1.83s

Control Model Fitting optimism-driven exploration [21] 3.9 + 1s 10 + 3s 17 + 7s
(Optimistic MPC) (Least Squares) Boedecker et al. [9] - 12-18s -

PILCO [13] 12s 17.5s 50s

Interaction time to successfully: complete each benchmark task
'Our method is pretty competitive compared to lower bound

dynamics

Dynamics Model:

o e ede e e e - Experiments: 7 DOF Barrett Arm
» [ransform nonlinear dynamics into a simple linear model

Approach: | | | Hoonloiiea M(q)q s C(q, q) + Q(CI) o
* Employ optimistic exploratlon based MPC along vv|th - e sl H(q, q, q) A\ =T
a simple least squares regression model that can be »  System Identification is least squares L\ o
updated continuously with new data in real time | | | | RS s R ‘ larget pose: | ) ; . o
‘ 1 1 1 1 1 | | | | H (q 1,41, G1) el | "DDP with known dynamics | 1.43 + 0.03s 1.64 + 0.02s 1.34 + 0.02s 2.68 = 0.84s 1.57 + 0.03s
| ; : ‘ : ‘ ' ‘ ' ‘ 2 ' ‘o ' | : | : | ' | | & : thod | 5.84 £+ 2.76 9.11 = 34 109 +-4.62s 9.14 + 6.22s 3.61 = 1.12
Assumptions: 02, u> A = argmin [|AA —b||2 A= . b= f argetpose: | 6 1. s o 1o
. : . Kjl FAN DDP with known dynamics | 2.05 & 0.0s 0.35 & 0.09s 1.9 & 0.0s 2.65 £ 0.0s 4.98 £ 3.32s
e Robot Is an open—cham mampulator : | Hla (751 : : : : : H(QN7 gn, qN) _TN_ our method | 6.15 + 2.64s 4.6 +2.35s 3.71 4+ 1.34s 7.77 + 2.36s 9.99 + 4.49s
e Robot morpholosy is'’known, but m, b2 ' | G G | | | |
i | ’ Optlmlshc exploratlon encoded by dynamlcs slack variables -+ Interaction time to successtully reach each target pose
NOT physical parameters such as ma, 1y

mass and length of links : Again, our method -is Compatitive Compared to Ipvver boupd

4= fa(q, q,T ) Mx'(q) (T — Ca(q, q) — QA(Q))

SRR O an s et s s e e fA(Qt, gt Tt) +& = fA (gt, Gt, Tt §t) | | Euture Work:
e S e e O ». Evaluate our approach on a real system with unmodeled -
e . Optimism-driven exploration for. nonlinear systems effects | |

Mold et al, 2015 | ' W ' s * ' N e
(Mo ks ] | . Combine our linear model with more sophisticated
* Approximate real-time optimal control based on sparse statistical models

Gaussian process models [Boedecker et al. 2014]




